The Thermodynamic Dissociation Constants of Azathioprine by the Nonlinear Regression and Factor Analysis of Multiwavelength Spectrophotometric pH-Titration Data
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Abstract

The mixed dissociation constant of azathioprine—chemically 6-(3-methyl-5-nitroimidazol-4-yl)sulfanyl-7H-purine at various ionic strengths I of range 0.01-0.2, and at temperatures of 25℃ and 37℃, was determined with the use of two different multiwavelength and multivariate treatments of spectral data, SPECFIT32 and SQUAD(84) nonlinear regression analyses and INDICES factor analysis according to a general rule. First, the number of components is determined, and then the spectral responses and concentrations of the components are calculated. Concurrently, the experimental determination of the thermodynamic dissociation constant \( pK_a^T \) was in agreement with its computational prediction of the PALLAS programme based on knowledge of the chemical structures of the drug. The factor analysis in the INDICES programme predicts the correct number of two light-absorbing species L⁻ and HL. The thermodynamic dissociation constant \( pK_a^T \) of azathioprine was estimated by nonlinear regression of \( \{pK_a, I\} \) data, \( pK_a^T = 8.07(1) \) at 25℃ and 7.84(1) at 37℃, where the figure in brackets is the standard deviation in last significant digits. The reliability of the dissociation constants of azathioprine was proven with goodness-of-fit tests of the multiwavelength spectrophotometric pH-titration data.
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1. Introduction

Azathioprine [1], an immunosuppressant, is a drug that is used to suppress the immune system. It is used to treat patients who have undergone kidney transplantation and for diseases in which activity of the immune system is important (psoriasis, severe cutaneous lupus erythematosus, rheumatoid arthritis, severe atopic dermatitis (eczema), cutaneous vasculitis etc.). Azathioprine is a prodrug (a precursor of a drug) which is converted in the body to its active form called mercaptopurine (Purinethol). The exact mechanism of action of azathioprine is not known.

Like other immunosuppressants, it suppresses the proliferation of T and B lymphocytes, types of white blood cells that are part of the immune system and defend the body against both infectious diseases and foreign materials. For example, in the case of organ transplantation, immunosuppressants prevent the body from immunologically rejecting the new organ. In the case of autoimmune diseases (diseases caused by an abnormal immune reaction against the body’s own tissues) such as rheumatoid arthritis, suppressing the immune system reduces the inflammation that accompanies immune reactions and slows damage to the joints caused by the inflammation.

Azathioprine is a pale yellow, odourless powder. It is insoluble in water, soluble in dilute solutions of alkali hydroxides, sparingly soluble in dilute mineral acids and very slightly soluble in alcohol and in chloroform. The sodium salt of azathioprine is sufficiently soluble to make a 10 mg/mL water solution which is stable for 24
hours at 59°F to 77°F (15°C to 25°C). Azathioprine is stable in a solution with neutral or acid pH but hydrolysis to mercaptopurine occurs with excessive sodium hydride (0.1 M), especially on warming [1].

Pure and some of its derivatives (6-mercaptopurine, 6-hydroxypurine (hypoxanthine)) have been studied since the 1950s for their formation of complexes with metal ions and inhibition of purine/oxidizing enzymes [2-6]. The studies further continued in the 70s and 80s [5-7] suggesting that the formation of complexes between 6-mercaptopurine and metal ions, namely Cu2+ and Ni2+, could protect as well as reverse the inhibition of xanthine oxidase [7], adenosine deaminase [5]. The complex formation with metal ions can, together with the transport of these drugs via cell membranes and direct interaction with DNA, serve as major predictors impacting the effect of individual compound on cell proliferation. Whereas the cell membrane penetration is to the maximum extent affected by the lipophilicity of the drug and its molecular weight. The formation of complexes with metal ions is affected by the actual pH of the specific body fluid [8].

In previous work [9-26], the authors had shown that the potentiometric and spectrophotometric methods in combination with suitable chemometric tools can be used to determine of dissociation constants for azathioprine. As the studies further continued in the 70s and 80s [5-7], combined with their computational prediction based on the knowledge of chemical structures [43].

2. Theoretical

2.1. Procedure for the Determination of the Mixed Protonation/Dissociation Constants

The overall protonation constant of the protonated species, $\beta_r$, can then be expressed as

$$\beta_r = \frac{[LH_r]}{[L][H^+]^r} = c / (I^+ h^r)$$  (1)

where the free concentration $[L] = l$, $[H] = h$ and $[LH] = c$. For dissociation reactions conducted at constant ionic strength the so-called mixed dissociation constants are defined as

$$K_{rs} = \frac{[LH_r]_s}{[H]^s[L]_s}$$  (2)

As each aqueous species is characterized by its own spectrum, for UV/VIS experiments and the $i$th solution measured at the $j$th wavelength the Lambert-Beer law relates the absorbance, $A_{ij}$, being defined as

$$A_{ij} = \sum_{i=1}^{w} \varepsilon_{ij} c_n = \sum_{i=1}^{w} (e_{ij} b_j l h^r)_n$$  (3)

where $\varepsilon_{ij}$ is the molar absorptivity of the LH species with the stoichiometric coefficient $r$ measured at the $j$th wavelength. The absorbance $A_{ij}$ is an element of the absorbance matrix $A$ of size $(n\_H \times n\_w)$ being measured for $n_i$ solutions with known total concentrations of $n_H = 2$ basic components, $e_{ij}$ and $c_{ij}$, at $n_w$ wavelengths. Calculations related to the determination of protonation constants may be performed by the regression analysis of spectra using versions of the SQUAD(84) programme family [28-33] and SPECFIT [36-39,41] with methodology have been described previously [21,25,26].

2.2. Determination of the Thermodynamic Protonation/Dissociation Constant

Let us consider the dependence of the mixed dissociation constant $K_{s} = a_{HH} / [L^{z-1}][HL]^z$ on an ionic strength, when both ions HL$^z$ and L$^{z-1}$ have roughly the same ion-size parameter $a$ in the dissociation equilibrium $HL^{z} = L^{z-1} + H^+$ with the thermodynamic dissociation constant $K_{s} = a_{HH} / a_{HL}$. For low values of an ionic strength this dependence is expressed by the shortened Debye-Hückel equation

$$pK_s = pK^*_{s} - \frac{A(1-2z)/\sqrt{I}}{1+B a \sqrt{I}}$$  (4)

Azathioprine, chemically 6-(3-methyl-5-nitroimidazol-4-yl)sulfanyl-7H-purine.

Table 1. Physiological pH range in body fluids for mammals [1-8,42].

<table>
<thead>
<tr>
<th>Fluid</th>
<th>pH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood plasma</td>
<td>7.4</td>
</tr>
<tr>
<td>Cell lysosomes</td>
<td>&lt;5</td>
</tr>
<tr>
<td>Pancreatic juice</td>
<td>1.5-3</td>
</tr>
<tr>
<td>Urine</td>
<td>5-8</td>
</tr>
<tr>
<td>Cell cytosol (liver cells)</td>
<td>6.9</td>
</tr>
<tr>
<td>Gastric juice</td>
<td>1.5-3</td>
</tr>
<tr>
<td>Saliva</td>
<td>6.4-7</td>
</tr>
</tbody>
</table>
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where \( A = 0.5112 \text{ mol}^{1/2} \cdot \text{L}^{1/2} \cdot \text{K}^{3/2} \) and \( B = 0.3291 \text{ mol}^{1/2} \cdot \text{m}^{-1} \cdot \text{L}^{1/2} \cdot \text{K}^{1/2} \cdot 10^{-6} \) for aqueous solutions at 25°C. The mixed dissociation constant \( pK_{i} \) represents a dependent variable while the ionic strength \( I \) stands for the independent variable. The unknown parameters \( b = \{ pK_{i}^{*} , a \} \) are to be estimated by a minimization of the sum of the squared residuals [44,45]

\[
U(b) = \sum_{i=1}^{n} w_{i} \left[ pK_{i,\text{exp}} - pK_{i,\text{calc}}, \right]^{2} \quad (5)
\]

\[
= \sum_{i=1}^{n} w_{i} \left[ pK_{i,\text{exp}} - f(I; pK_{i}^{*}, a) \right]^{2} = \text{minimum}
\]

The nonlinear estimation problem is simply a problem of optimization in the parameter space, in which the parameters \( pK_{i}^{*} \) and \( a \) are unknown variables to be estimated [10, 21-26,29,44,45].

2.3. Reliability of the Estimated Dissociation Constants

The adequacy of a proposed regression model with experimental data and the reliability of parameter estimates \( pK_{i} \) found, being denoted for the sake of simplicity as \( b_{ij} \) and \( e_{ij,j} = 1, \ldots, m \), may be examined by the goodness-of-fit test, a previous tutorial [21,47].

2.4. Determination of the Number of Light-Absorbing Species

A qualitative interpretation of the spectra aims to evaluate the quality of the dataset and remove spurious data, and to estimate the minimum number of factors, i.e., contributing aqueous species, which are necessary to describe the experimental data. The INDICES [47] determine the number of dominant species present in the equilibrium mixture. The various indicator function \( PC(k) \) techniques in INDICES programme developed to deduce the exact size of the true component space can be classified into two general categories and were described in detail previously [9,13]: 1) precise methods based upon a knowledge of the experimental error of the absorbance data, \( s_{\text{inst}}(A) \), and 2) approximate methods requiring no knowledge of the experimental error. In general, most precise and approximate methods are based on the procedure on finding the point where the slope of the indicator function \( PC(k) = f(k) \) changes.

1) \textbf{Precise indices:} Determination of a number of light-absorbing components in mixture is based on a comparison of an actual index of method used with the experimental error of instrument used, \( s_{\text{inst}}(A) \), [34,47]:

\( a) \) Kankare’s residual standard deviation, \( s_{d}(A) \). The \( s_{d}(A) \) values for different numbers of components \( k \) are plotted against an index \( k \), \( s_{d}(A) = f(k) \), and the number of significant components is an integer \( n_{c} = k \) for which \( s_{d}(A) \) is close to the instrumental error of absorbance \( s_{\text{inst}}(A) \), [9,34].

b) Residual standard deviation, \( RSD(k) \), is used analogously as in previous method \( s_{d}(A) \).

c) \textbf{Root mean square error; RMS:} analogically as in previous method.

d) Average error criterion, \( AE(k) \), is used analogously as in the preceding method \( s_{d}(A) \).

e) Bartlett’s criterion, \( \chi^{2}(k) \) is used when the true number of significant components corresponds to the first \( k \) value for which \( \chi^{2}(k) \) is less than critical \( \chi^{2}(k)_{\text{expected}} = (n-k)(m-k) \).

f) \textbf{Standard deviation of eigenvalues \( s(g) \).}

g) \textbf{Eigenvalues:} the first \( k \) eigenvalues being called a set of primary eigenvalues contain contribution from the real components and should be considerably larger than those containing only noise.

2) \textbf{Approximate methods:} Most of the techniques presented here are empirical functions.

\( a) \) Exner function \( \psi(k) \): The \( \psi(k) = (k) \) function can vary from zero to infinity, with the best fit approaching zero.

\( b) \) \textit{Scree test}, \( RPIV(k) \): When the residual percent variance is plotted against the number of \( k \) PC dimensions used in the data reproduction, \( RPIV(k) = f(k) \), the curve should drop rapidly and level off at some point.

\( c) \) \textbf{Imbedded error function, IE(k)}: The imbedded error function \( IE(k) \) is an empirical function developed to identify those \( k \) latent variables which contain error without relying upon an estimate of the error associated with the absorbance data matrix.

\( d) \) \textbf{Factor indicator function, IND(k)}: The factor indicator function \( IND(k) \) is an empirical function which reaches a minimum when the correct number of latent variables or \( k \) PC dimensions is employed in the data reproduction.

\( e) \) \textbf{Ratio of eigenvalues calculated by smoothed PCA and those by ordinary PCA, RESO(k)}:

The index \( RESO_{k}^{4} \) or the ratios between \( \lambda_{i}^{4} / \lambda_{i}^{3} \) for different \( k \) and plot log \( ( RESO_{k}^{4} ) \) versus component number is calculated. The number of components by examining the log \( ( RESO_{k}^{4} ) \) versus component number plots is estimated. The number of log \( ( RESO_{k}^{4} ) \) which are very close to each other and do not change substantially with the variation of \( k \) in comparison with the remaining log \( ( RESO_{k}^{4} ) \) is located. This is the number of components existing in the examined mixture.

2.5. Signal-to-Noise Ratio \( SER \)

The level of “experimental noise” should be used in the experiment as a critical factor. Therefore, it is necessary to have a consistent definition of the signal-to-noise ratio...
SNR so that the impact of this parameter can be critically assessed. Traditional approaches to SNR are typically based on the ratio of the maximum signal to maximum noise value. As an alternative, the concept of instrumental error was again employed and the signal-to-error ratio SER is defined where for an error the instrumental standard deviation of absorbance, $s_{\text{inst}}(\lambda)$ is used. The plot of small absorbance changes in the spectrum of the drug studied means that the value of the absorbance difference for the $i$th-wavelength of the $i$th-spectrum $\Delta_{i\lambda} = A_{i\lambda} - A_{i,\text{acid}}$ is divided by the instrumental standard deviation $s_{\text{inst}}(\lambda)$, and the resulting ratios $\text{SER} = \Delta/s_{\text{inst}}(\lambda)$ are plotted in dependence of wavelength $\lambda$ for all absorbance matrix elements, where $A_{i,\text{acid}}$ is the initial spectrum of the acid form of the drug being measured for the starting pH value of the pH range studied. This SER ratio is then compared with the limiting SER value to test if the absorbance changes are significantly larger than the instrumental noise.

The plot of the ratio $\varepsilon/s_{\text{inst}}(\lambda)$, i.e., the ratio of the residuals divided by the instrumental standard deviation $s_{\text{inst}}(\lambda)$ on wavelength $\lambda$ for all the residual matrix elements for tests if the residuals are of the same or similar magnitude as the instrumental noise.

3. Experimental

3.1. Chemicals and Solutions

Hydrochlorid acid, 1 M, was prepared from conc. HCl (p. a., Lachema Brno) using redistilled water and standardized against HgO and KI with reproducibility of less than 0.20%. Potassium hydroxide, 1 M, was prepared from pellets (p. a., Aldrich Chemical Company) with carbondioxifree redistilled water and standardized against standardized HCl with a reproducibility of 0.1%. The preparation of other solutions from analytical reagent-grade chemicals has been described previously [21-26]. Azathioprine $5 \times 10^{-5}$ M, was prepared from solid samples (Teva Czech Industries, s.r.o., Opava) using redistilled water. High purity of the substances (over 98%) was guaranteed by the supplier.

3.2. Apparatus and pH-Spectrophotometric Titration Procedure

The apparatus used and the pH-spectrophotometric titration procedure have been previously described in details [18-21,25,26]. The experimental and computation scheme for the determining the protonation constants of the multicomponent system is taken from Meloun et al., page 226 in [18] and the five steps are described in a previous contribution [21]: 1) instrumental error of absorbance measurements, $s_{\text{inst}}(\lambda)$, 2) experimental design, 3) number of light-absorbing species, 4) choice of computational strategy, 5) diagnostics indicating a correct chemical model: When a minimization process terminates, some diagnostics are examined to determine whether the results should be accepted: the physical meaning of parametric estimates, the physical meaning of the species concentrations, the goodness-of-fit test and the deconvolution of spectra.

3.3. Software Used

Computation relating to the determination of dissociation constants were performed by regression analysis of the UV/VIS spectra using the SQUAD(84) [30] and SPECFIT/32 [41] programmes. Most graphs were plotted using ORIGIN 7.5 [46] and S-Plus [48]. The thermodynamic dissociation constant $pK_a^T$ was estimated with the MINOPT nonlinear regression programme in the AD-STAT statistical system [49]. A qualitative interpretation of the spectra with the use of the INDICES programme [47] aims to evaluate the quality of the dataset and remove spurious data, and to estimate the minimum number of factors, i.e., contributing aqueous species, which are necessary to describe the experimental data and determine the number of dominant species present in the equilibrium mixture. PALLAS [43] is a programme for making predictions based on the structural formulae of drug compounds. Entering the compound topological structure descriptors graphically, $pK_a$ values of organic compound are predicted using approximately hundreds of Hammet and Taft equations and quantum chemistry calculus.

3.4. Supporting Information Available

Complete experimental and computational procedures, input data specimens and corresponding output in numerical and graphical form for the programmes, INDICES, SQUAD(84) and SPECFIT/32 are available free of charge on line at http://meloun.upce.cz and in the block DOWNLOAD and DATA.

4. Results and Discussion

Recently, azathioprine studied in our laboratory exhibits quite small changes in spectra. Other instrumental methods could not be used to determine dissociation constants for limited solubility in water.

The deprotonation azathioprine LH form indicates one simple equilibrium. pH-spectrophotometric titration enables absorbance-response data (Figure 1(a)) to be obtained for analysis by non-linear regression, and the reliability of parameter estimates ($pK_a$ and $\varepsilon$) can be evaluated on the basis of a goodness-of-fit test of the residuals (Figure 1(b)). As the changes in spectra are quite small within deprotonation, however, both of the variously pro-
tonated species L⁻ and LH exhibit similar absorption bands. The small shift of a band maximum to higher wavelengths in the spectra set with increasing pH is shown in Figure 3(a). The adjustment of pH value from 5.5 to 9 causes the absorbance to change by 18 mAU only, so that the monitoring of both components L⁻ and LH of the protonation equilibrium is rather difficult. As the changes in spectra are very small, a very precise measurement of absorbance is required for the reliable estimation of the deprotonation equilibrium studied.

In the first step of the regression spectra analysis the number of light-absorbing species \( n_c \) is estimated by the INDICES algorithm (Figures 2 and 3(b)). The position of the break point on the \( s_d(A) = f(k) \) curve in the factor analysis scree plot is calculated and gives \( k = 2 \) and so \( n_c = 2 \) with corresponding co-ordinate \( s_d(A) = 0.81 \text{ mAU} \), and this value also represents the actual instrumental error \( s_{\text{inst}}(A) \) of the spectrophotometer used. Due to the large variations in the indicator values, these latter are plotted on a logarithmic scale. All other selected methods of the modified factor analysis in the INDICES algorithm prove the two light-absorbing components L⁻ and LH of the protonation equilibrium. The \( A \)-pH curves at 235, 280, and 295 nm (Figure 3(c)) also show that a dissociation constant may also be indicated. The dissociation constant and the two molar absorptivities of azathioprine \( \varepsilon_L \) and \( \varepsilon_{HL} \), calculated for 29 wavelengths of 30 spectra constitute \((2 \times 29) + 1 = 59\) unknown regression parameters, which are estimated and refined by SQUAD(84) or SPECFIT32 in the first run. The reliability of the parameter estimates may be tested with the use of the following diagnostics:

The first diagnostic value indicates whether all of the parametric estimates \( pK_a \) and \( \varepsilon_L \) and \( \varepsilon_{HL} \) have physical meaning and reach realistic values: for azathioprine \( pK_a^T = 8.025(s = 0.005) \) at 25°C while PALLAS(2004) predicts \( pK_{a_{\text{pall}}} = 7.66 \). As the standard deviations \( s(pK_a) \) of parameters \( pK_a \), \( \varepsilon_L \) and \( \varepsilon_{HL} \) are significantly smaller than their parameter estimates, all the variously protonated species are statistically significant at a significance level \( \alpha = 0.05 \). The absolute values of \( s(pK_a) \), \( s(\varepsilon) \) give information about the last \( U \)-contour of the hyperparaboloid in the neighbourhood of the pit, \( U_{\text{min}} \) [21,25]. For well-conditioned parameters, the last \( U \)-contour is a regular ellipsoid, and the standard deviations are reasonably low. High \( s \) values may be found with ill-conditioned parameters and a “saucer”-shaped pit. The relationship \( s(\beta_j) \times F_{\sigma} < \beta_j \) should be met where \( F_{\sigma} \) is equal to 3 for a 99.9% statistical probability level and \( \beta_j \) stands for \( pK_a \) and \( \varepsilon_L \), and \( \varepsilon_{HL} \). The set of standard deviations of \( \varepsilon_L \) and \( \varepsilon_{HL} \) for various wavelengths should exhibit a Gaussian distribution; otherwise erroneous estimates of the vector \( \varepsilon \) are obtained. Figure 3(e) shows the estimated molar absorptivities of both variously protonated species \( \varepsilon_L \) and \( \varepsilon_{HL} \), of the azathioprine on wavelength.

The second diagnostic tests whether the calculated free concentrations of both variously protonated species of azathioprine on the distribution diagram of the relative concentration expressed as a percentage have physical meaning, which proved to be the case (Figure 3(f)). A distribution diagram of relative concentration [in %] of azathioprine on pH makes it easier to quickly judge the contributions of the individual species to the total con-
Figure 2. The logarithm dependence of the Cattel’s index plot of eigenvalues in the form of 12 indices modifying methods as a function of the number of principal components $k$ for the pH-absorbance matrix: (a) Kankare’s residual standard deviation, $s_k(A)$, (b) Residual standard deviation, $RSD(k)$, (c) Root mean square error, $RMS$, (d) Average error criterion, $AE(k)$, (e) Bartlett $\chi^2$ criterion, $\chi^2(k)$, (f) Standard deviation of eigenvalues $s(g)$, (g) Eigenvalues, (h) Exner function $\psi(k)$, (i) Scree test, $RPV(k)$, (j) Imbedded error function, $IE(k)$, (k) Factor indicator function, $IND(k)$, (l) Ratio of eigenvalues calculated by smoothed PCA and those by ordinary PCA, $RESO(k)$. The arrows indicate that most of methods lead to 2 light-absorbing species in pH-equilibrium mixture. (S-Plus).
Figure 3. Non-linear regression analysis of the protonation equilibria model and factor analysis of azathioprine: (a) Absorption spectra on pH at 25°C; (b) Cattel's scree plot of the Wernimont-Kanka procedure for the determining the number of light-absorbing species in the mixture $k^* = 2$ leads to $n_c = 2$ and the actual instrumental error of the spectrophotometer used $s_{\text{inst}}(A) = 0.81$ mAU (INDICES in S-Plus); (c) the absorbance vs. pH curves for 280 nm, 235 nm and 295 nm in dependence on pH at 25°C; (d) detecting influential outlying spectra with the use of the goodness-of-fit test and the plot of the residual standard deviation $s(e)$ vs pH for 19 spectra in dependence on pH at 25°C; (e) pure spectra profiles of molar absorptivities vs wavelengths for the variously protonated species L, LH; (f) distribution diagram of the relative concentrations of both variously protonated species L, LH, of azathioprine in dependence on pH at 25°C. The charges of species in figures are omitted for the sake of simplicity (SPECFIT, ORIGIN).

The next diagnostic concerns the goodness-of-fit (Figure 3(d)). The goodness-of-fit achieved is easily seen by examination of the differences between the experimental and calculated values of absorbance, $e_i = A_{\text{exp},i,j} - A_{\text{calc},i,j}$. Examination of the spectra and of the graph of the predicted absorbance response-surface through all the experimental points should reveal whether the results calculated are consistent and whether any gross experimental errors have been made in the measurement of the spectra. One of the most important statistics calculated is the standard deviation of absorbance, $s(A)$, calculated from a set of refined parameters at the termination of the minimization process. It is usually compared with the standard deviation of absorbance calculated by the INDICES programme [44,45], $s_i(A)$, and if $s(A) \leq s_i(A)$, or $s(A) \leq s_{\text{inst}}(A)$, the instrumental error of the spectrophotometer used, the fit is considered to be statistically acceptable. This proves that the $s_i(A) = 0.81$ mAU is close to the standard deviation of absorbance when the minimization process terminates, $s(A) = 0.62$ mAU. Although this statistical analysis of the residuals [21,25] gives the most rigorous test of the degree-of-fit, realistic empirical limits must be used. The statistical measures of all residuals $e$ prove that the minimum of the elliptic hyperparaboloid $U$ is reached: the residual standard deviation $s(e)$ always has sufficiently low values. The criteria of resolution used for the hypotheses were: 1) a failure of the minimization process in divergency or cyclisation; 2) an examination of the physical meaning of the estimated parameters to ensure that they were both realistic and positive; and 3) the residuals should be randomly distributed about the predicted regression spectrum, systematic departures from randomness being taken to indicate that either the chemical model or the parameter estimates were unsatisfactory.

To express small changes of absorbance in the spectral set, the absorbance differences for the $j$th wavelength of the $i$th spectrum $\Delta_i = A_{i,j} - A_{i,\text{acid}}$ were calculated so that from the absorbance value of the spectrum measured at the actual pH the absorbance value of the acidic form of azathioprine was subtracted. The absorbance difference $\Delta_i$ was then divided by the actual instrumental standard deviation $s_{\text{inst}}(A)$ of the spectrophotometer used, and the resulting value represents the signal-to-error value SER. Figure 4(a) is a graph of the SER on wavelength in the measured range for azathioprine. When the SER is larger than 10, a factor analysis is sufficiently able to predict the correct number of light-absorbing components in the concentration. Since the molar absorptivities will generally be in the range $10^3$-$10^5$ L·mol$^{-1}$·cm$^{-1}$, species present at less than 0.1% relative concentration will affect the absorbance significantly only if their $\epsilon$ is extremely high.
equilibrium mixture. To prove that non-linear regression also can analyze such data of small absorbance changes the residuals set was compared with the instrumental noise $s_{\text{inst}}(A)$. If the ratio $e/s_{\text{inst}}(A)$ is of similar magnitude, i.e., nearly equal to one, it means that sufficient curve fitting was achieved by the non-linear regression of the spectra set and that the minimization process found the minimum of the residual-square-sum function $U_{\text{min}}$. Fig. 4b shows a comparison of the ratio $e/s_{\text{inst}}(A)$ on wavelength for the azathioprine measured. From the figure it is obvious that most of the residuals are of the same magnitude as the instrumental noise and so proves sufficient reliability of the regression process performed.

Resolution of each experimental spectrum into spectra of the individual species proves whether the experimental design is efficient. Figure 5. If, for a particular pH range, the spectrum of azathioprine consists of just a single component, further spectra for that range would be redundant, although they could improve the precision. In pH ranges where more components contribute significantly to the spectrum, several spectra should be measured. The spectra deconvolution on Figure 5, emerges as quite a useful tool in the proposal of a strategy for efficient experimentation. Such a spectrum provides sufficient information for a regression analysis which monitors at least two species in equilibrium where none of them is a minor species. The minor species has a relative concentration in a distribution diagram of less than 5% of the total concentration of the basic component $c_L$. When, on the other hand, only one species prevails in solution,
Table 2. Dependence of the estimated mixed dissociation constants pKₐ of azathioprine on ionic strength using regression analysis of pH-spectrophotometric data with SPECFIT and SQUAD at 25°C and at 37°C. The standard deviations of the pKₐ in the last valid digits are in brackets.

<table>
<thead>
<tr>
<th>Ionic strength</th>
<th>SPECFIT</th>
<th>SQUAD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pKₐ</td>
<td>s(A)</td>
</tr>
<tr>
<td>0.0023</td>
<td>8.025(5)</td>
<td>0.62</td>
</tr>
<tr>
<td>0.0224</td>
<td>8.016(6)</td>
<td>0.77</td>
</tr>
<tr>
<td>0.0532</td>
<td>7.998(6)</td>
<td>0.72</td>
</tr>
<tr>
<td>0.1131</td>
<td>7.967(7)</td>
<td>0.89</td>
</tr>
<tr>
<td>0.1661</td>
<td>7.960(7)</td>
<td>0.64</td>
</tr>
<tr>
<td>0.2185</td>
<td>7.949(8)</td>
<td>0.61</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ionic strength</th>
<th>SPECFIT</th>
<th>SQUAD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pKₐ</td>
<td>s(A)</td>
</tr>
<tr>
<td>0.0018</td>
<td>7.794(8)</td>
<td>0.74</td>
</tr>
<tr>
<td>0.0223</td>
<td>7.755(13)</td>
<td>1.02</td>
</tr>
<tr>
<td>0.0532</td>
<td>7.749(11)</td>
<td>1.05</td>
</tr>
<tr>
<td>0.1132</td>
<td>7.737(8)</td>
<td>0.68</td>
</tr>
<tr>
<td>0.1661</td>
<td>7.733(7)</td>
<td>0.66</td>
</tr>
<tr>
<td>0.2175</td>
<td>7.727(10)</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Table 3. Thermodynamic dissociation constants pKₐ for azathioprine at 25°C and 37°C. The standard deviations in the last valid digits are in brackets.

<table>
<thead>
<tr>
<th></th>
<th>Estimated with SPECFIT</th>
<th>Predicted with PALLAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value at 25°C</td>
<td>Value at 37°C</td>
<td></td>
</tr>
<tr>
<td>pKₐ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.073(7)</td>
<td>7.835(2)</td>
<td></td>
</tr>
<tr>
<td>7.66</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. Dependence of the mixed dissociation constant pKₐ of the azathioprine on the square root of ionic strength, which lead to the parameter estimates of pKₐ = 8.073(7) at 25°C and pKₐ = 7.835(2) 37°C.

Applying a Debye-Hückel equation to the data in Table 2 according to the regression criterion (6), the unknown parameter pKₐ has been estimated. Table 3 brings point estimates of the thermodynamic dissociation constants of azathioprine studied at two temperatures. Because of the narrow range of ionic strength the ion-size parameter å could not be estimated here.

5. Conclusions

When drugs are poorly soluble, pH-spectrophotometric titration may be used with the non-linear regression of the absorbance-response-surface data instead of performing a potentiometric determination of the dissociation constants. The reliability of the dissociation constants of the drug azathioprine studied may be proven with goodness-of-fit tests of the absorption spectra measured at various pH. The thermodynamic dissociation
constant $pK^T_a$ for azathioprine was estimated by non-linear regression of $\{pK_a, I\}$ data at 25°C $pK^T_a = 8.073(6)$ at 37°C $pK^T_a = 7.835(2)$ where in brackets is the standard deviation is in the last significant digits.

Goodness-of-fit tests for the various regression diagnostics enabled the reliability of the parameter estimates to be determined. Most indices always predict the correct number of components when the $signal$-$to$-$error$ $ratio$ SER is higher than 10. The Wernimont-Kankare procedure in INDICES performs a reliable determination of the instrumental standard deviation of spectrophotometer used $s_{int}(A)$, correctly predicts the number of light-absorbing components present $n$, and can also solve an ill-defined problem with severe collinearity in the spectra or very small changes in spectra.
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